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1.6 PROBABILITY OF AN EVENT

The probability of an event has been defined in several ways. Two of the most popular
definitions are the relative frequency definition, and the classical definition.

1.6.1 The Relative Frequency Definition

Suppose that a random experiment is repeated n times. If an event A occurs n, times,
then the probability of A, denoted by P(A), is defined as

P(A) = lim (”—A) (1.6)
n—oe\ n
where ("—A) represents the fraction of occurrence of A in n trials.
n

1.6.2 The Classical Definition

The relative frequency definition given above has empirical flavor. In the classical
approach, the probability of an event A is found without experimentation. This is
done by counting the total number N of the possible outcomes of the experiment. If N ,
of those outcomes are favorable to the occurrence of the event A, then

P(A) = (NWA) -(17)

where, it is assumed that all outcomes are equally likely.

Axiomatic Definition of Probability

Whatever may be the definition of probability, we require the probability measure
(to the various events on the sample space) to obey the following postulates or axioms:
i.0<P(A)<1
ii. P(S)=1
iii. If A}, A,,..., A, are mutually exclusive events, then ..(1.8)
P(A; W AL...UA,)=P(A) + P(A) +--+ P(A,)

1.6.3 Theorems of Probability

Theorem 1: Addition rule of probability
If A and B are any two events, then P(A U B) = P(A) + P(B) - P(A N B)
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The moments ny,, Mgy, My, aie called second order moments.
Ifn=1landm=1,

3

myy = EXY) = [ xy fio (x,y)dxdy .(5.6)

—oo

Equation (5.6) is called as the correlation of X and Y, which is denoted by Ry,
If correlation can be written in the form
Ry, = E[X]E[Y] .(5.7)
then X and Y are said to be uncorrelated.
If Ry, = 0, then X and Y are said to be orthogonal.

For N random variables X, X,,..., X\ the n, + n, +--+ny order joint moments are
defined as

E[X™, X%, XM ] = T T...T(xfl,sz,...,xy) P oy (51X ey Xy )y 2 .y
T (5.8)

5.2.2. Joint Moments About the Mean
The joint central moments of random variables X and Y are denoted by u,. It is
defined as '

= E[(x-X)"(r-7]

2 Z(xi -X) (yi - ?)k P(x;,y;)  XandYare discrete
i

L —\k (59)
J. j (x-X)" (y - Y) fxy(x,y)dxdy XandY are continuous

—00 —oco

Special Cases
Forn=2and k=0,

T E[(x-%)]= j(x—i)2 fe(x)dx =02 ..(5.10)

This is the variance of random variable X.
Forn=0and k=2,

oo

b= EL =Y )= [ (y-¥) frndy= o (511)

This is the variance of random variable Y.
Forn=1land k=1,

n, = E[(x-X)(y-7)]= T ]:(x—)—()(y—}—”) forCoy)dxdy  ..(5.12)

—o00 —oc0
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= E[(Xcos8+Ysin0 =X cos® - Ysin®(-Xsin0+ Y cos®+ X sinb — Y cos6) |
= (6% - 6%)cos0sin B + Cyy [cos® O —sin 0]
Cyy, = (0% - 0% )%sin 20+ Cyy 0520
If we require Y; and Y, being uncorrelated, we must have Cyy, = 0
0= (o2 -o% )—;:sinze +Cyy 0520
But Cxy = POxOy

(o3 - of()%sin% = —pGC 4Gy C0S20

1 —POxOy
—tan20 = ————
2 (67 —0%)
0= ltan_1 (__chxcg )
2 (0% —oy)

Some important properties of Gaussian random variables are:
1. By using first and second order moments only, we can define Gaussian random

variables completely.
2. The linear combination of two independent random variables having a normal

distribution also have a normal distribution.
3. Uncorrelated random variables are also statistically independent.
4. Any K-dimensional marginal density function obtained from N-dimensional

density function by integrating N-K random variables will be Gaussian.
Example 5.3.1: Statistically independent random variables X and Y have moments
myy =2, my, = 14, my, = 12, m;; = -6. Find the moment m,,.
Solution: m, = E[X] =2, m,; = E[X?] =14, my, = E[Y?] =12 and my, = E[XY]=-6

For statistically independent random variables, m,; = E[XY] = E[X]E[Y] = -6

- _6__
E[Y] = > 3

My, = E[(x—i)z(y—?)2]= E[x2 —2x§+iz] E[y2 —2y17+?2]

= (E[x?1- 2XEx]+ X ) (Ely?] - 2YE[y] + ¥ ) = (14 - 4)(12-9) = 30
Example 5.3.2: The density function of two random variables X and Y is

0<x<6,0<y<4

fxy(xr Y= ﬂ
0 otherwise

Find the expectation of the function g(x, y) = (xy)2.
5P 34

46

. 1, . 1 x|y

Solution: E[g(x,y)]= | | = (xy)*dxdy=—— =64
!! 24 24 3

030
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E[X] = 1+2+3+4+g+6+7+8+9=5

E[Y] = 8+9+10+11+129+13+14+15+16:12
E[XY] = 1*8+2*9+3*10+4*11+5*192+6*13+7*14+8*15+9*16=66.667
E[X?] = 1+4+9+16+25;36+49+64+81=31.667

E[Y?] = 64+81+100+121+14‘;+169+196+225+256=150.667

Var(X) = E[X*]-(E[X])* = 31.667 — 25 = 6.667
Var(Y) = E[Y?]—-(E[Y])* =150.667 — 144 = 6.667
Cyy = EIXY]-E[X]E[Y]=66.667 — 60 = 6.667
Cyxy 6.667 B
0xOy /(6.667)(6.667)

p:

Example 5.13: Let X and Y be two random variables having X= l,l_/ = 2,0§( =6, 6% =9

and p =§-. Find: (a) covariance of X and Y (b) correlation of X and Y (c) moments
mg, and m.,.

Solution: Correlation of X and Y is
CXY= pGXGY :'§—* 6 *3=2\/g

Ryy = Cxy +EIX]E[Y]=26 +2=2(1++/6)

m,, = oy +(E[X])’ =6+1=7

my, = 6% +(E[Y])* =9+4=13.
Example 5.14: Two discrete random variables X and Y have the joint density function
fxy(®, y) = 0.43(x +a) 3(y - 2) + 0.38 (x—a) 8(y —2) + 0.188 (x—a) 5 (y —a) + 0.28 (x~ 1) 3(y - 1).

Determine the value of a4, if any, that minimizes the correlation between X and Y and
also find the minimum correlation.

Solution: Ry, = E[XY] = j J xYfxy (x,y)dxdy

—oc0 —o0

j j xy[0.48(x + a)8(y — 2) +0.38(x — a)d(y — 2) + 0.185(x — a)d(y — ) + 0.28(x — 1)d(y — 1)]dxdy
I j Q(&1,82)0(81 —2)8(8, —2)dg, dy = Qx,y)
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Ryy = 0.4(-a)(2)+0.3(a)(2) + 0.18(a)(a) + 0.2(1)(1) = 0.14> — 0.2a+0.2



